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ABSTRACT: The scene-text from the onscene 

images can be detected with the aid of energetic 

edge detector by using the Sobel and Gaussian 

novel pattern masks. The LDN descriptors of Sobel 

and Gaussian helps to obtain the edge information. 

By using the edge information a linked map is 

generated to link the textual information contains in 

the onscene. Finally the scene text area is marked 

by rectangle shape markings as output. 
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I. INTRODUCTION: 
The scene-text detection is the process of 

segmenting text from the scene-images / onscene-

images. The scene-text detection process is called 

by another name as scene-text localization which 

marks the scene-text area of the input scene image. 

The Text-segmentation process of document-image 

is not the same one with scene-text segmentation, 

because of multicolour texts area, different size text 

area, and complex background information by 

images with texts, illusions and inadequate contrast 

[1][2]. This work proposes a novel method for 

scene-text detection namely „Scene text detection 

using Energetic edge detectors and LDN 

descriptor‟ to accomplish the task with higher 

accuracy. The main contribution in this work is the 

Energetic Edge Detectors and the modified LDN. 

The architecture diagram of this method is depicted 

in Fig.1.1. 

 

II. ENERGETIC SOBEL EDGE 

DETECTION 
The grayscale noise-free image is given as 

input to this module.  

A new Sobel based edge detector is 

designed to detectthe edges in a potential way. 

Edge detection is performed in the surrounded 

eight directions to receive energetic edges.The 

traditional Sobel detection is working based on a 

3x3 dimension overlapped window which produces 

less-power edges. 

To increase the power of Sobel edge 

detector (with energetic edges), a new 5x5 size 

mask is designed with potential values which 

pattern is illustrated in Fig.1.2. 

In the traditional Sobel method the entire 

elements of the window is used, and that system 

increases the complexity of the edge detection. To 

reduce the complexity, the proposed scene-text 

detection method STD-EED-LDN uses only 17 

elements among the 25 elements of the 5x5 size 

window. A pattern which indicates the specific 

elements of 5x5 size window is illustrated in 

Fig.1.3, whereas the mnemonic 1 means needed 

location and 0 means discarded location. This 

pattern is used to the convolution process which is 

the basis of edge detection. The dark gray locations 

in this pattern are the concerned location for 

convolution and the light gray locations indicate 

the discarded locations in Fig.1.3. 

For LDN computation, there is a need of 

eight values, so that this work is progressed by 

multi-direction oriented Sobel edge detection. 

Herein, eight directions are considered to construct 

the eight-outputs of edge detection[3][4][5]. The 

eight direction Energetic Sobel masks can be 

constructed via the rotation process, and this 

phenomenon is presented by equation (1.1).are 

alike with Sobel mask values. The newer edition of 

Energetic Sobel  
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Fig.1.1. Architecture diagram of the proposed 

method. 

 

MSOBEL =  
 1,0,2,0,1 ,  1,1,0,0,0 ,  0,0,0,0,0 ,
 0,0,0,−1,−1 {−1,0,−2,0,−1

            

(1.1) 

 

+1 +0 +2 +0 +1 

+1 +1 +0 +0 +0 

+0 +0 +0 +0 +0 

+0 +0 +0 -1 -1 

-1 +0 -2 +0 -1 

Fig.1.2. Illustration of energetic Sobel 5x5 size 

mask. 

 

1 0 1 0 1 

0 1 1 1 0 

1 1 1 1 1 

0 1 1 1 0 

1 0 1 0 1 

Fig.1.3. Pattern window used for convolution. 

 

The 0
0
degree rotation mask 𝑀𝑅𝑂𝑇

𝐾=0 is obtained using 

equation (1.2). 

𝑀𝑅𝑂𝑇
𝐾=0 = 𝑀𝑆𝑂𝐵𝐸𝐿 (1.2) 

𝑋𝑂𝑅𝐼𝐺 =  0,0,0,2,4,4,4,2,1,1,1,2,3,3,3,2,2 (1.3) 

𝑌𝑂𝑅𝐼𝐺 =  0,2,4,4,4,2,0,0,1,2,3,3,3,2,1,1,2 (1.4) 

𝑋𝑅𝐸𝑃𝐿𝐴𝐶𝐸 =  2,0,0,0,2,4,4,4,2,1,1,1,2,3,3,3,2 (1.5) 

𝑌𝑅𝐸𝑃𝐿𝐴𝐶𝐸 =  0,0,2,4,4,4,2,0,1,1,2,3,3,3,2,1,2 (1.6) 

The Energetic masks for  the degrees such 

as 45
o
, 90

o
, 135

o
, 180

o
, 225

o
, 270

o
, and 315

o
 are 

constructed based on equation (1.7),  corresponding 

with 𝐾 ∈ [1,𝑅 − 1] where R is the total rotation 

concerned. 

𝑀𝑅𝑂𝑇
𝐾  𝑌𝑂𝑅𝐼𝐺

𝑝
,𝑋𝑂𝑅𝐼𝐺

𝑝
 =

𝑀𝑆𝑂𝐵𝐸𝐿
𝐾−1  𝑌𝑅𝐸𝑃𝐿𝐴𝐶𝐸

𝑝
,𝑋𝑅𝐸𝑃𝐿𝐴𝐶𝐸

𝑝
 (1.7) 

𝑝 ∈ [0, 𝑞 − 1] 
Where, 

𝑀𝑅𝑂𝑇
𝐾 − 𝑅𝑜𝑡𝑎𝑡𝑒𝑑 𝑚𝑎𝑠𝑘 𝑓𝑜𝑟 𝑘𝑡𝑕  𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝑞 − 𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑒𝑑
− 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑕𝑒𝑟𝑒𝑖𝑛, 𝑖𝑡 𝑖𝑠 17  

The convolution process is happened by 

making the mean process on sum of product of the 

corresponding elements of the Noise-free-image 

and the Rotated-Sobel- mask, within the valid 

locations of pattern mask.  This phenomenon is 

described in equation (1.8). 

𝐼𝑆
𝑘 ,𝑖 ,𝑗

=
  (𝐼𝑁𝐹

𝑖+𝑚 ,𝑗+𝑛
∗𝑀𝑅𝑂𝑇

𝐾2
𝑛=−2

+2
𝑚 =−2 )∗𝑀𝑝

𝑐
 

 (1.8) 

i ϵ [2, IH-2] 

j ϵ [2, IW-2] 

Where 

𝐼𝑆
𝐾,𝐼,𝐽

  - Energetic Sobel edge image in the k
th 

direction 

Mp - Pattern mask 

c– Number of elements which are settled with 1S, 

in pattern mask 

In this way, the entire 8 directional Sobel 

Eenergetic edge images are generated[6]. The 

Energetic Sobel fussed image is computed by 

composing the eight edge images into a single edge 

image based on equation (1.9). 

𝐼𝑆𝐹
𝑖 ,𝑗

=  𝐼𝑆
𝑘 ,𝑖 ,𝑗

∗
1

𝑅

8−1
𝑘=0 (1.9) 

k ϵ [0, 8-1] 

i ϵ [0, IH-1] 

j ϵ [0, IW-1] 

Where 

𝐼𝑆𝐹  –  Energetic Sobel fused edge image 

𝑅 - Number of rotations  

 

III. ENERGETIC GAUSSIAN EDGE 

DETECTION 
 The grayscale noise-free image is the 

input to detect the edges by Gaussian masks. 

Gaussian edge detector is one of the powerful edge 

detection method in image processing tasks. In this 

work, the traditional Gaussian mask is modified to 

an Energetic version which is named as Energetic 

Gaussian mask [7][8][10]. This new energetic mask 

formulates a better edge image than the traditional 

Gaussian edges. The same pattern mask that is 

described in Fig.1.3 is used here to form the edge 
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detection output. Herein the new Energetic 

Gaussian edge mask is defined based on Fig.1.1. 

 

0 0 -1 0 0 

0 0 -1 0 0 

-1 -1 8 -1 -1 

0 0 -1 0 0 

0 0 -1 0 0 

Fig.1.1. Energetic Gaussian Edge Mask. 

 

In this work, the eight directional edge 

detector is performed by the eight masks which are 

derived by the rotation process. The Energetic 

Gaussian mask is presented by equation (1.10). 

𝑀𝐺𝑎𝑢𝑠𝑠 =

 
 0,0,−1,0,0 ,  0,0,−1,0,0 ,  −1,−1,8,−1,−1 ,

 0,0,−1,0,0 {0,0,−1,0,0}
 (

1.10) 

The rotation supportive vectors are 

designed based on equations from Equation (1.3) to 

Equation (1.6). The rotation masks for other 

degrees such as 45
0
, 90

0
, 135

0
, 1800, 225

0
, 270

0
, 

and 315
0
 are constructed based on equation ( 1.7) 

corresponding with k ϵ [1, R-1], where R is the 

total rotation concerned. 

𝑀𝑅𝑂𝑇
𝐾  𝑌𝑂𝑅𝐼𝐺

𝑝
,𝑋𝑂𝑅𝐼𝐺

𝑝
 =

𝑀𝐺𝑎𝑢𝑠𝑠
𝐾−1  𝑌𝑅𝐸𝑃𝐿𝐴𝐶𝐸

𝑝
,𝑋𝑅𝐸𝑃𝐿𝐴𝐶𝐸

𝑝
 (1.11) 

 

 p ϵ [0, q-1] 

The convolution process is proceeded by 

equation (1.8). The resultant Gaussian edge images 

are stored as𝐼𝐺
𝑘 ,𝑖 ,𝑗

, where k ϵ [0, 8-1], i ϵ [0, IH-1] 

and j ϵ [0, IW-1]. 

The Energetic Gaussian fused image is 

computed by composing the eight- edge-images 

into a single-edge-image based on equation (1.12). 

𝐼𝐺𝐹
𝑖 ,𝑗

=  𝐼𝐺
𝑘 ,𝑖 ,𝑗

∗ (
1

𝑅

8−1
𝑘=0 )(1.12) 

Where, 

𝐼𝐺𝐹  – Energetic Gaussian Fused Edge Image 

 

1V. LDN DESCRIPTOR FOR 

ENERGETIC SOBEL EDGES 
LDN descriptor is expanded as Local 

Directional Number pattern. Generally, LDN 

descriptor generates an image representation from 

the edge representation of an input image. This is a 

powerful image descriptor. But this LDN descriptor 

is modified to produce two image descriptors from 

the set of eight directional edge images. The input 

edge images are taken from the Energetic Sobel 

edge images. These two image descriptors are 

formed based on maximum-value and minimum-

value given indices through the newly designed 

two formulae [11][12]. A 3x3 size block is virtually 

constructed based on Fig.1.5.In Fig.1.5, the eight 

directional edge information are positioned in the 

surrounded blocks of the centre pixel𝐼𝑁𝐹
𝑖 ,𝑗

. Shortly 

speaking, the [i,j]
th

 pixel of Noise-free-image and 

the corresponding eight edges data are projected in 

Fig.1.5. The maximum positive value provider‟s 

index is found based on equations (1.13) to (1.15). 

𝑍𝑁 =

{𝐼𝑆
0,𝑖 ,𝑗

, 𝐼𝑆
1,𝑖 ,𝑗

, 𝐼𝑆
2,𝑖 ,𝑗

, 𝐼𝑆
3,𝑖 ,𝑗

, 𝐼𝑆
4,𝑖 ,𝑗

, 𝐼𝑆
5,𝑖 ,𝑗

, 𝐼𝑆
6,𝑖 ,𝑗

, 𝐼𝑆
7,𝑖 ,𝑗

}(1.13) 

𝑉𝑃𝑀𝐴𝑋 = 𝐹𝑢𝑛𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑀𝑎𝑥(𝑍𝑁)(1.14) 

 

index=7 

𝐼𝑆
7,𝑖 ,𝑗

 

315
0
 

rotation 

index=0 

𝐼𝑆
0,𝑖 ,𝑗

 

0
0
 rotation 

index=1 

𝐼𝑆
1,𝑖 ,𝑗

 

45
0
 rotation 

index=6 

𝐼𝑆
6,𝑖 ,𝑗

 

270
0
 

rotation 

 

𝐼𝑆
𝑖 ,𝑗

 

index=2 

𝐼𝑆
2,𝑖 ,𝑗

 

90
0
 rotation 

index=5 

𝐼𝑆
5,𝑖 ,𝑗

 

225
0
 

rotation 

index=4 

𝐼𝑆
4,𝑖 ,𝑗

 

180
0
 

rotation 

index=3 

𝐼𝑆
3,𝑖 ,𝑗

 

135
0
 rotation 

Fig.1.5. Illustration of eight edges of Sobel for 

LDN computation 

 

𝛼 =

 
 
 
 
 

 
 
 
 

0,           𝑖𝑓 𝑍𝑁
0 = 𝑉𝑃𝑀𝐴𝑋

1, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
1 = 𝑉𝑃𝑀𝐴𝑋

2, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
2 = 𝑉𝑃𝑀𝐴𝑋

3, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
3 = 𝑉𝑃𝑀𝐴𝑋

4, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
4 = 𝑉𝑃𝑀𝐴𝑋

5, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
5 = 𝑉𝑃𝑀𝐴𝑋

6, 𝑒𝑙𝑠𝑒 𝑖𝑓 𝑍𝑁
6 = 𝑉𝑃𝑀𝐴𝑋

7,       𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒          

 (1.15) 

Where  

𝑍𝑁 − 𝐴 𝑠𝑒𝑡 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑖𝑔𝑕𝑡 𝑆𝑜𝑏𝑒𝑙  
𝑒𝑑𝑔𝑒𝑠 𝑓𝑟𝑜𝑚 𝐹𝑖𝑔. 1.5. 
𝐹𝑢𝑛𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑀𝑎𝑥 − 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑡𝑜 𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑀𝑎𝑥

+ 𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 

𝑉𝑃𝑀𝐴𝑋 −𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 

𝛼 − 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 𝑝𝑟𝑜𝑣𝑖𝑑e𝑟′𝑠 𝑖𝑛𝑑𝑒𝑥 

The minimum negative value provider‟s index is 

formed based on equations from equation (1.16) to 

equation (1.17) 

𝑉𝑁𝑀𝐼𝑁 = 𝐹𝑢𝑛𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑀𝑎𝑥(𝑍𝑁)(1.16) 
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𝛽 =

 
 
 
 
 

 
 
 
 

0, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
0 = 𝑉𝑁𝑀𝐼𝑁

1, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
1 = 𝑉𝑁𝑀𝐼𝑁

2, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
2 = 𝑉𝑁𝑀𝐼𝑁

3, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
3 = 𝑉𝑁𝑀𝐼𝑁

4, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
4 = 𝑉𝑁𝑀𝐼𝑁

5, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
5 = 𝑉𝑁𝑀𝐼𝑁

6, 𝑒𝑙𝑠𝑒 𝑖𝑓   𝑍𝑁
6 = 𝑉𝑁𝑀𝐼𝑁

7,                    𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

 (1.17) 

Where  

𝐹𝑢𝑛𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑀𝑖𝑛
− 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑡𝑜 𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 − 𝑖𝑣𝑒 

𝑉𝑁𝑀𝐼𝑁 −𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒   
𝛽
−𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟′𝑠 𝑖𝑛𝑑𝑒𝑥   
The First Energetic Sobel edge based LDN is 

derived by a new approach through equation (1.18). 

𝐼𝐿𝐷𝑁 _𝑆_1
𝑖 ,𝑗

= 8 ∗ 𝛼 + 𝛽(1.18) 

Where 

𝐼𝐿𝐷𝑁 _𝑆_1 − 𝐿𝐷𝑁 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟_1 𝑏𝑦 𝑆𝑜𝑏𝑒𝑙 𝑒𝑑𝑔𝑒𝑠      
The Second Energetic Sobel edge based LDN 

image is obtained by a new approach through 

equation (1.19). 

𝐼𝐿𝐷𝑁 _𝑆_2
𝑖 ,𝑗

= 8 * β + α      

                                             (1.19) 

Where  

𝐼𝐿𝐷𝑁 _𝑆_2

− 𝐿𝐷𝑁 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟_2𝑏𝑦 𝑆𝑜𝑏𝑒𝑙 𝑒d𝑔𝑒𝑠                                    
The data ranges of these two descriptors are 0 to 

63. In this way the entire pixels of the edge images 

are processed and these two descriptors are formed. 

 

V. LDN DESCRIPTOR FOR ENERGETIC 

GAUSSIAN EDGES 
 LDN descriptor can also be derived from 

the Gaussian edge information. This section 

generates two image descriptor related to Gaussian 

edges through a novel way. These two derivations 

are generated via the maximum-value and 

minimum-value given indices of the eight 

directional edges. Herein, a 3x3 size block is 

virtually constructed similar with Fig.1.6. 

The [i, j]
th

 pixel of noise-free image and 

the corresponding eight edge data are projected in 

Fig.1.6. The maximum-Positive-Value provider‟s 

index is found based on equation (1.20). 

𝑍𝑁 =

{𝐼𝐺
0,𝑖 ,𝑗

, 𝐼𝐺
1,𝑖 ,𝑗

, 𝐼𝐺
2,𝑖 ,𝑗

, 𝐼𝐺
3,𝑖 ,𝑗

, 𝐼𝐺
4,𝑖 ,𝑗

, 𝐼𝐺
5,𝑖 ,𝑗

, 𝐼𝐺
6,𝑖 ,𝑗

, 𝐼𝐺
7,𝑖 ,𝑗

}(1.20) 

Where 

𝑍𝑁 − 𝐴 𝑠𝑒𝑡 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑖𝑔𝑕𝑡  
𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑒𝑑𝑔𝑒𝑠 𝑓𝑟𝑜𝑚 𝐹𝑖𝑔. 1.6 
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Fig.1.6. Illustration of eight edges of Gaussian for 

LDN computation 

        

ThePositive-Maximum-Valuecomputation 

is performed based on equation (1.14). The 

Maximum-Positive-Value-Provider‟s index is 

computed by using equation(1.15), which is 

notified by the term α. 

The Minimum-Negative-Value-Provider‟s 

index β is found based on equation (1.16) and 

equation (1.17). The First LDN descriptor based on 

Gaussian edges is a derived by a new approach 

through equation (1.21). 

𝐼𝐿𝐷𝑁 _𝐺_1
𝑖 ,𝑗

= 8 * α + β    

                                                (1.21) 

Where 

𝐼𝐿𝐷𝑁 _𝐺_1
𝑖 ,𝑗

− 𝐿𝐷𝑁 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟

− 2 𝑏𝑦 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑒𝑑𝑔𝑒𝑠  
The Second LDN descriptor for energetic Gaussian 

edge is accomplished through equation (1.22). 

𝐼𝐿𝐷𝑁 _𝐺_2
𝑖 ,𝑗

=8*β+α                                                                       

(1.22) 

𝐼𝐿𝐷𝑁 _𝐺_2
𝑖 ,𝑗

− 𝐿𝐷𝑁 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟_2 𝑏𝑦 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑒𝑑𝑔𝑒𝑠  
 The data ranges of these two descriptors 

are also 0 to 63, similar with Sobel based LDN 

descriptors[15][16]. In this way, the entire pixels of 

the Gaussian edge images are processed and these 

two descriptors are formed. 

 Finally, the Fused-LDN descriptor is 

computed, by integrating the four LDN descriptors. 

The added-information of the 

𝐼𝐿𝐷𝑁 _𝑆_1, 𝐼𝐿𝐷𝑁_𝑆_2,  𝐼𝐿𝐷𝑁_𝐺_1 𝑎𝑛𝑑 𝐼𝐿𝐷𝑁 _𝐺_2 descriptors 

is the resultant LDN descriptor, and it is described 

in equation (1.23).      

𝐼𝐿𝐷𝑁
𝑖, 𝑗

= 𝐼𝐿𝐷𝑁 _𝑆_1
𝑖 ,𝑗

+ 𝐼𝐿𝐷𝑁 _𝑆_2
𝑖 ,𝑗

+ 𝐼𝐿𝐷𝑁_𝐺_1
𝑖 ,𝑗

+

𝐼𝐿𝐷𝑁 _𝐺_2
𝑖 ,𝑗

(1.23) 

Where 

𝐼𝐿𝐷𝑁 − 𝐹𝑢𝑠𝑒𝑑 𝐿𝐷𝑁 𝑖𝑚𝑎𝑔𝑒 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟 
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The data range of 𝐼𝐿𝐷𝑁  descriptor is 0 to 252 

because, the maximum range of individual 

descriptor is 63. 

The LDN based feature is computed to 

represent the text information clearly, which may 

help to the upcoming-process like linked-map 

generation. The LDN feature image is formulated 

by using three parameters and they are: Sobel 

Fused image 𝐼𝑆𝐹 , Gaussian Fused image 𝐼𝐺𝐹  

and 𝐼𝐿𝐷𝑁 . This feature image is computed using 

equation (1.24). 

𝐼𝐿𝐷𝑁 _𝐹
𝑖 ,𝑗

=

 
𝐼𝐿𝐷𝑁
𝐼,𝐽 , 𝑖𝑓 𝐼𝑆𝐹

𝑖 ,𝑗
> 𝑇1𝐼𝐺𝐹

𝑖 ,𝑗
> 𝑇2  (𝐼𝐿𝐷𝑁 < 𝑇3 𝐼𝐿𝐷𝑁 ≥ 𝑇4)

0                   , 𝑒𝑙𝑠𝑒
 

(1.24) 

Where 

𝐼𝐿𝐷𝑁−𝐹 − 𝐿𝐷𝑁 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖𝑚𝑎𝑔𝑒 

𝑇1 − 𝑇𝑕𝑟𝑒𝑠𝑕𝑜𝑙𝑑 1 (𝐻𝑒𝑟𝑒𝑖𝑛, 𝑖𝑡 𝑖𝑠 10) 

𝑇2 − 𝑇𝑕𝑟𝑒𝑠𝑕𝑜𝑙𝑑 2 (𝐻𝑒𝑟𝑒𝑖𝑛, 𝑖𝑡 𝑖𝑠 10) 

𝑇3 − 𝑇𝑕𝑟𝑒𝑠𝑕𝑜𝑙𝑑 3  𝐻𝑒𝑟𝑒𝑖𝑛, 𝑖𝑡 𝑖𝑠 234  
𝑇4 − 𝑇𝑕𝑟𝑒𝑠𝑕𝑜𝑙𝑑 4  𝐻𝑒𝑟𝑒𝑖𝑛, 𝑖𝑡 𝑖𝑠 80  

In the equation (1.24), the weak edge data 

of Sobel data and Gaussian data are neglected. A 

range of information from the LDN-image is 

approved and others are neglected. The neglected 

intensities are filled by zeros.  

The LDN feature image 𝐼𝐿𝐷𝑁 _𝐹 is binarized by 

applying the equation (1.25). 

𝐼𝐿𝐷𝑁−𝐹𝐵
𝐼,𝐽

=  
1,          𝑖𝑓  𝐼𝐿𝐷𝑁 _𝐹   

𝑖 ,𝑗
> 0

0,          𝑒𝑙𝑠𝑒                   
 (1.25) 

  i ϵ [0, IH-1] 

  j ϵ [0, IW-1] 

Where 

𝐼𝐿𝐷𝑁 _𝐹𝐵

− 𝐿𝐷𝑁 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖𝑚𝑎𝑔𝑒 𝑖𝑛 𝑏𝑖𝑛𝑎𝑟𝑦 𝑓𝑜𝑟𝑚𝑎𝑡 
 

VI. LINKED MAP GENERATION 

 Linked-Map is a procedure of linking the 

text information of a scene text. It can be used to 

discard the false scene-texts from the 𝐼𝐿𝐷𝑁 _𝐹𝐵  

image. If the gap of consecutive pixels between 

two non-zero points in the same row is shorter than 

5% of the image width, they are filled with 1s. For 

example consider a pixel [i,j], if it is 1 then the 

column k of next-coming 0 in the horizontal 

direction of the same i
th

 row is found. Suppose the 

gap between these two points ([i,j] and [i,k-1]) are 

shorter than 5% of the image width, then a line of 

pixels from [i,j] and [i,k-1] are filled by 1s. If it is 

not true, that line of pixels are filled by 0s. If these 

connected components are smaller than the 

threshold value, then they are removed [17]18]. 

The threshold value is empirically selected by 

observing the minimum size of scene-text region. 

Afterwards each and every connected components 

is reshaped to possess smooth boundaries. 

Normally scene-texts are shaped in rectangular 

format, so a rectangular bounding box is created by 

linking four points. The four linking points can be 

observed as (minimum-y, minimum-x), (minimum-

y, maximum-x), (maximum-y, minimum-x) and 

(maximum-y, maximum-x). The text areas which 

are not set with rectangular contents are also 

removed. 

 

VII. SCENE-TEXT DETERMINATION 

AND LOCALIZATION 
 The determination of whether the selected 

block is a scene-text or not, is progressed by 

measuring the texture property of the block, 

through the usage of LDN-feature output, i.e. 

𝐼𝐿𝐷𝑁 _𝐹 (already computed by equation (1.24)).  

Normally in scene-text regions the texture property 

is higher than the scene-areas. The texture property 

γ is found based on equation (1.26). 

𝛾 = 𝐷𝐿𝐷𝑁 _𝐹 ∗ 𝑑𝐿𝐷𝑁 _𝐹(1.26) 

Where 

 𝛾 − 𝑇𝑒𝑥𝑡𝑢𝑟𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 𝑣𝑎𝑙𝑢𝑒 

 𝐷𝐿𝐷𝑁 _𝐹 − 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝐿𝐷𝑁 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

 𝑑𝐿𝐷𝑁_𝐹 −
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑖𝑓𝑓𝑒𝑟𝑛𝑒𝑛𝑡 𝐿𝐷𝑁 𝑣𝑎𝑙𝑢𝑒𝑠 

The density of LDN_features 𝐷𝐿𝐷𝑁 _𝐹  is 

computed through the division of 

‟number_of_LDN_features of each candidate 

region „by the „size of each candidate region‟. The 

𝑑𝐿𝐷𝑁_𝐹is computed by counting the unique LDNs 

corresponding to the candidate region. If the texture 

property γ is larger than the threshold 24, the 

specific region is decided as the scene-text region, 

otherwise it is concluded as scene area[19][20]. 

The threshold value is empirically set to 24 based 

on various experiments on scene-text detection.   

The multiline text regions can be 

separated into single-line texts by processing the 

histogram analysis for the specified regions. For 

example, the horizontal-direction oriented texts can 

be separated via horizontal projection histogram on 

noise-free image 𝐼𝑁𝐹  which can be easily 

understand via Fig.1.7. 

 

 
Fig.1.7. Illustration of horizontal-orientation-text 

splitting by horizontal projection of histogram. 

 

 The vertical orientation scene-text regions 

are also processed by vertical projection and the 

new regions are undergone updated labelling 
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process. In this way, the entire scene-text regions 

are processed to handle the multi-line scene-texts. 

 The extracted scene-text regions are 

marked by rectangle shaped markings as the output 

of scene-text detection or localization, and this 

binary output is labelled as scene-text marked 

imageIST . Thus the scene-texts are detected from 

the scene-text images using the proposed 

STD_EED_LDN method. 

 

VIII.EXPERIMENTAL RESULTS AND 

ANALYSIS 
This research implements the proposed 

onscene text detection and recognition method and 

the experimental results are tabulated in tables and 

drawn as chart to get results with clarity. This paper 

analyzes the proposed method against the following 

three existing methods related with onscene text 

detection and recognition. 

1.  Tong He et al.  method  [9] 

2. Youbao Tang et al.  method [13] 

3. Sezer Karaoglu et al. method [14] 

This analysis part is analysed with the 

state-of-the-art analytic methods to construct a 

better report on the performance behaviour of the 

proposed method compared with the existing 

methods.  

 This research uses two state-of-the-art 

onscene image databases namely KAIST [17] and 

ICDAR [18]. 

(a) (b)  

Fig.2. Scene text detection by the proposed 

method, a) Input onscene image, b) scene text 

marked output. 

 

Table1: Peak Signal to Noise Ratio (PSNR) for 

Text segmentation 
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Fig.3. PSNR analysis chart for Scene text 

segmentation. 
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The Figure 2 illustrates the output of the 

onscene text segmentation of the proposed method. 

The onscene texts are separated and marked in the 

Figure 2.b. 

The PSNR analysis is performed using the 

binarized version of segmented image and the 

ground-truth image using the equation1.27 

 PSNR = 10 log10(
2552

MSE
)  

  (1.27) 

Where  

 MSE  –mean square error 

The proposed method obtains the higher 

PSNR than the existing methods and it can be 

proven by the Table 1 and Figure 3. The Figure 3 

represents the PSNR values for the KAIST 

database and ICDAR database [21][22]. This 

PSNR analysis clearly indicates the better 

segmentation of the proposed method than the 

existing methods because the proposed method 

reaches high PSNR than others for both databases. 

The highest value of PSNR related with proposed 

method for KAIST database is 65.14 and for 

ICDAR database it is 64.31.  

 

Table2:  Recall analysis for Scene text recognition 

Data 

base 

Nam

e 

Image 

Name 

 

Recall 
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He 

metho
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You

bao
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Img 2 
72 73 76 81 
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Img 3 
71 74 78 84 

KAIST 

 Img 4 
70 72 76 82 

ICD

AR 

ICDAR 

 Img 1 
72 73 75 81 

ICDAR 

 Img 2 
71 74 78 83 

ICDAR 

 Img 3 
72 73 77 82 

ICDAR 

 Img 4 
70 73 76 83 

Recall =
TP

TP + FN
   (1.28) 

Where 

 TP -True Positive 

 FN -False Negative 

The positive class is referred by all the 

text in the recognized output file (whether it may 

be correctly or incorrectly recognized). The term 

true positive refers the correctly recognized items 

in the positive class [23]. 

 

 
Fig.4. Recall analysis chart for text recognition. 

  

The false negative term indicates the items 

that are not labelled as belonging to the positive 

class, but should have been recognized. The highest 

recall percentage of KAIST database for the 

proposed method is 84 and the highest recall of 

ICDAR database is 83. The proposed method 

achieves better recall percentage than the existing 

methodology which shows the extended character 

recognition power of the proposed method. 

 

IX. CONCLUSION 
The proposed method efficiently detects 

the texts positioned in onscene images and 

recognized them with higher accuracy. The main 

contribution of this manuscript is set with the scene 

text character recognition. The proposed method 

can be calibrated with set of n fonts. The proposed 

method produces higher recall for text recognition 

than the existing methods. The average recall 

obtained by the proposed method by considering 

the two databases is 83.5 which are much higher 

than the existing methods. This novel research can 

compete with the current onscene recognition 

schemes with better reliability and accuracy. In 

future this approach can be improved by optimized 

training with more fonts related with additional 

languages like Tamil and Hindi. 
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